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> slips to different direction with some probability
> cannot move through a «

> cannot move anymore if it falls in a @

» @ wants to reach ¥

> Maximize P(& ~ @)
» Reach ¥ as fast as possible



Markov Decision Process

11



Markov Decision Process

all

11



Markov Decision Process

all

b1
all % cl2 1
i & no

» Path: ©

Reward: 0

11



Markov Decision Process

all

> Path: © S @

Reward: 2

11



Markov Decision Process

all

b1
all % cl2 1
¢ ) no

> Path: 0 503 ©

Reward: 3

11



Markov Decision Process

all b|1 a3
all % cl2 1
( A
\\ ‘\_,if’/ /
~. ’4/,/
‘>>—“>i_)_/’
> Path: 0503 0... Reward: 3

> Mean-payoff (MP): Average reward at limit : p — lim,_,o, Reward(p,)
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Markov Decision Process
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» Strategy : Paths — Actions
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» Fixing a strategy creates a Markov chain
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Problem statement

Find a strategy o that
» Maximize the probability to reach the target T C S:

o €argmaxP,/(so EOT) =207

» Reach the target as soon as possible:

e Among o € X7, expected conditional distance to target is minimum:

o€argminE, (leny | OT)
o'EX T

lent : p > length of the shortest prefix of p reaching T
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Algorithm

Find a strategy that
» maximizes the probability to reach the target,

» minimizes the conditional expected length to the target

bl1 alo

» Remove all “bad” actions and states
» “Redistribute” the probabilities
» Find strategy that minimizes the eenditional expected length to the target
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Calculate values: Val(s) = max, P, (s = 0®)
Remove bad action a from state s s.t.

Val(s) # Z P(s,a,s’) - Val(s')

Remove bad states s such that Val(s) =0
Redistribute probabilities:

Val(s')
Val(s)

P'(s,a,s') = P(s,a,s’) -

Find the strategy arg min,, E,(leng) in M’
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Explanation

» Change the probability measure by redistributing probabilities.

PL(1) =Po(- [ 0O)
Probability in M’ Conditional probability in M

» Remove some suboptimal strategies such that optimizing objective 2 in M’ automatically
optimizes objective 1 in M.

" " o ¢ arg max P (s0 |= 00)

T .

Eg/’/(len@) =00



Experimental results

layouts [[ P(& ~ D) | min(@ ~ 9) | Eept(@ ~ D) | Egrorm(@ ~ P)

1 0.66 9 76.48 76.48

2 0.52 18 299.75 629.16
3 1.00 2 2.40 12.12

4 1.00 3 3.44 34.47

5 1.00 6 7.71 137.56
6 0.68 10 264.04 9598.81
7 1.00 5 112.69 9367.02
8 0.91 10 11.49 5879.63
9 1.00 3 3.66 5711.76
10 0.91 5 12.89 149357.57

Table: Comparison of expected conditional distance to the target given by the strategy optimizing
distance and the strategy given by model checker STORM
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Find a strategy ¢ such that

» Optimize objective f :
o € argopt, Py (f) = X

» Optimize objective g conditional to f among strategies that optimize f:

o € argopt,cx Ko (g | )

We gave a prunning-based algorithm where:

f ‘ g
reachability | distance/cost to target
safety mean payoff
safety any measurable function
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